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We have analyzed the translational status of each mRNA in rapidly
growing Saccharomyces cerevisiae. mRNAs were separated by veloc-
ity sedimentation on a sucrose gradient, and 14 fractions across the
gradient were analyzed by quantitative microarray analysis, provid-
ing a profile of ribosome association with mRNAs for thousands of
genes. For most genes, the majority of mRNA molecules were asso-
ciated with ribosomes and presumably engaged in translation. This
systematic approach enabled us to recognize genes with unusual
behavior. For 43 genes, most mRNA molecules were not associated
with ribosomes, suggesting that they may be translationally con-
trolled. For 53 genes, including GCN4, CPA1, and ICY2, three genes for
which translational control is known to play a key role in regulation,
most mRNA molecules were associated with a single ribosome. The
number of ribosomes associated with mRNAs increased with increas-
ing length of the putative protein-coding sequence, consistent with
longer transit times for ribosomes translating longer coding se-
quences. The density at which ribosomes were distributed on each
mRNA (i.e., the number of ribosomes per unit ORF length) was well
below the maximum packing density for nearly all mRNAs, consistent
with initiation as the rate-limiting step in translation. Global analysis
revealed an unexpected correlation: Ribosome density decreases with
increasing ORF length. Models to account for this surprising obser-
vation are discussed.

Genome sequences and DNA microarray technology have given
us the ability to analyze cellular mRNA levels globally. Indeed,

measurements of overall mRNA levels via these approaches are
providing an unprecedented picture of the control and integration
of gene expression (e.g., refs. 1–6). Nevertheless, gene expression
involves many steps, and understanding the mechanisms and con-
trol at each step and how these steps are integrated will require a
quantitative description of each RNA at each of these steps as well
as the changes in mRNA levels and transit times at each step in
response to mutation and changes in growth conditions.

Previous studies have addressed global aspects of mRNA
transcription (3, 4, 7), splicing (8), decay (9), localization (10, 11),
protein binding (12), and translation (13–16). With respect to
translation, several experiments were designed to identify can-
didates for translational regulation. Researchers have analyzed
changes in the association of mRNAs with ribosomes after serum
activation or viral infection of mammalian cell lines (13, 14),
activation of T cells by anti-CD3 and anti-CD28 antibodies (16),
change in carbon source for yeast cells (15), and the absence of
the RNA-binding protein, fragile X mental retardation protein
(17). These studies revealed changes in ribosome association of
specific mRNAs, and further analysis confirmed several of these
candidates for regulation.

Fundamental information about translation can also be ob-
tained by a detailed and comprehensive analysis at a single, well
defined condition. A wealth of information is available to
provide an interpretative framework for such an analysis, in-
cluding the sequence and abundance of each mRNA in yeast (3,
7, 18), the identity and binding interactions of translational
factors (19, 20), and structural information about the ribosome
(21). In addition, comprehensive information about the trans-
lational status of all mRNAs would provide a basis to interpret

global and specific changes in translation in response to muta-
tions and changes in growth conditions.

We have carried out a comprehensive and detailed character-
ization of mRNA association with ribosomes in yeast cells growing
in rich medium to probe the general features of translational
behavior and identify mRNAs that behave distinctively. The results
reveal an efficient recruitment of mRNAs to the translating pool,
yet several mRNAs with low recruitment efficiency were identified.
The data also suggest that initiation is the slowest step in translation
for all or nearly all yeast mRNAs. Surprisingly, although longer
mRNAs are associated with more ribosomes, the density of ribo-
somes per unit length is lower for the longer mRNAs.

Materials and Methods
Yeast Strains. Polysomal RNA was isolated from Saccharomyces
cerevisiae strain BY4741 (MATa his3�1 leu2� met15� ura3�) (5).

Polysomal RNA Preparation. Cells were grown in 1% yeast
extract�2% peptone�2% dextrose (YPD) medium to midlog
phase (OD600 � 0.4–0.6) at 30°C, and polysomal extracts
were prepared essentially as described (15). A detailed protocol
is available at our web site (http:��genome-www.stanford.edu�
yeast�translation�index.shtml).

Microarray Analysis and Data Selection. Microarray production,
f luorescent labeling, hybridization, and washing were carried out
according to published protocols (refs. 4 and 9; http:��
cmgm.stanford.edu�pbrown�mguide�index.html). Half of the
RNA isolated from each fraction (equal to polysomes from 120
ml of cells) was used for preparation of Cy5-labeled cDNA by
reverse transcription in the presence of Cy5-dUTP dye (Amer-
sham Pharmacia) using oligo(dT) primers. Fifteen micrograms
of RNA extracted by the hot-phenol procedure (22) from strain
S288c were labeled by the same procedure with Cy3-dUTP. The
two differentially labeled cDNA probes were mixed and hybrid-
ized to a DNA microarray representing all known and predicted
genes of S. cerevisiae (Saccharomyces Genome Database). Mi-
croarrays were scanned by using an Axon Instruments (Foster
City, CA) Scanner 4000, and data were collected using the
GENEPIX 3.0 program (Axon Instruments). Spots with abnormal
morphology were excluded from further analysis. Spots with
signal indistinguishable from the local background (usually
�1.5� difference) or with a large variation in the ratios of the
pixels (correlation coefficient �0.6) were also excluded.

Normalization. To control for variable losses of mRNA from
fractions during purification and handling and to control for
signal variation from differences in dye-labeling efficiency, hy-
bridization, and scanning, a ‘‘normalization mix’’ of five different
in vitro-transcribed Bacillus subtilis RNAs was added to each of
the fractions immediately at collection. These mRNAs were
transcribed in vitro from the following ATCC clones: LysA
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(clone no. 87482), Phe (no. 87483), Thr (no. 87484), Trp (no.
87485), and Dap (no. 87486). All clones contained poly(A)
sequence at the 3� end. To each polysomal fraction, 0.13, 0.2,
0.26, 0.33, and 0.4 ng of LysA, Dap, Thr, Trp, and Phe RNA,
respectively, were added. Half of these amounts were added to
the reference sample. These clones were also PCR-amplified and
spotted onto the microarrays, each in at least five different
locations. Typically, the maximal variation of the ratios obtained
from these spots on each microarray was �2-fold, and the
fractional standard error of the mean was 0.02 with a standard
deviation for the 14 fractions of �0.01. The normalization for
variations between samples was applied by adjusting the signals
of the Cy5 channel such that the average ratio for the B. subtilis
spots was equal to 1 on each microarray. Control experiments to
validate the normalization procedure are described at our web
site.

Peak Fraction and Ribosomal Association Assignment. There were
three independent measurements for each fraction, derived by
carrying out the entire protocol, from yeast culture through
microarray hybridization, in triplicate. For each gene, the three
values for each fraction (expressed as percentage of the total
RNA for that gene found in a given fraction) were averaged, and
the fraction (between fractions 6 and 14) with the highest
average value was defined as the peak fraction.

A bootstrap method (23) was used to assess the accuracy in
determination of the peak fraction for each gene. Accordingly, the
residuals from each averaged value, from all 14 fractions, were
pooled together and reassigned back to the 14 fractions at random
to create a bootstrap data set. One thousand bootstrap data sets
were made for each profile, and the peak fraction in each bootstrap
data set was determined analogously to the initial data set. Taking
the 2.5–97.5% quantiles from the 1,000 bootstrap peaks gives a 95%
bootstrap confidence interval of the fraction with the most RNA.
For 739 genes, the 95% bootstrap confidence interval was con-
tained in a single fraction, indicating a highly precise assignment of
peak fraction, and for 2,128 genes the 95% confidence interval
constrained the peak to two adjacent fractions. The distributions of
all bootstrap peaks for all genes are available at our web site.

The number of ribosomes per transcript in fractions 1–11 was
deduced directly from the peaks in the OD254 profile (Fig. 1A). For
fractions 12–14, which corresponded to portions of the OD254
profile that lacked single ribosome resolution, the number of
ribosomes per transcript was estimated by a logarithmic extrapo-
lation from the clearly defined peaks (24, 25). In all cases, the R2

value of the logarithmic curve over the defined region was �0.995.
Estimates for the number of ribosomes in fraction 12 were con-
firmed by site-specific cleavage of several mRNA–polysome com-
plexes derived from this fraction followed by Northern analysis to
determine the number of ribosomes associated with each cleavage
product; in all cases the sum of the ribosomes on the cleavage
products was similar to the estimated number of ribosomes for the
uncleaved transcript, thereby confirming the estimated number of
ribosomes for the full-length mRNA (Y.A., unpublished data).
Because none of the 739 genes described above (and only 26 of the
2,128-gene set) had polysome profiles with peaks in fractions 13 or
14, the conclusions are not affected significantly by error in esti-
mating the number of ribosomes in those fractions.

Results
Whole-Genome Polysomal Profiles. The standard approach used to
assess translation in vivo has been the analysis of polysome profiles
after treatment with cycloheximide to trap elongating ribosomes.
Free mRNAs and those with varying numbers of bound ribosomes
can be separated on sucrose gradients. The bound ribosomes
represent a steady-state balance between the steps of initiation,
elongation, and termination, i.e., faster initiation leads to more
bound ribosomes, and faster elongation and termination lead to

fewer bound ribosomes. The changes in overall and mRNA-specific
polysome profiles observed for specific mutants and after changing
growth conditions are typically consistent with models and expec-
tations based on other metabolic data, suggesting that the profiles
provide a reasonable picture of the translational status of the cell
(e.g., refs. 26–29 and ¶).

We sought to obtain high-resolution polysome profiles for nearly
all yeast mRNAs under a single condition, exponential growth on
rich medium with glucose as the carbon source. RNA from BY4741
cells grown at 30°C was fractionated by sucrose-gradient sedimen-
tation (Fig. 1). The assignment of OD254 peaks corresponding to the
40S and 60S subunits and to intact ribosomes was confirmed by gel
electrophoresis and staining of aliquots from each fraction to

¶It is not clear, however, whether there are secondary effects on translation after cyclohexi-
mideaddition.Tominimizethepossibleeffectsweimmediatelycooledandharvestedthecells
aftercycloheximideaddition.To investigatethepossibilityofadditional initiationeventsafter
cycloheximide addition, we quantified [35S]Met incorporation prior to and subsequent to
cycloheximide addition. Initiation was inhibited at least 99%, but determining a limit to the
maximal number of initiation events after cycloheximide addition was not possible, because
the intracellular pool size of unlabeled Met and background are not known. Further varying
the cycloheximide concentrations (0.01–0.25 mg�ml) had no effect on the overall polysome
profile, providing no indication of complicating secondary effects or additional initiation
events under our preparation conditions. The conclusions described herein would be unaf-
fected even in the extreme case that each mRNA was to have a ribosome added subsequent
to cycloheximide treatment. Finally, effects of cycloheximide on translation termination have
been reported in mammalian systems, which give considerable differences in the polysomes
response to varying concentrations of cycloheximide (refs. 30–32 and data not shown).
Mappingstudies suggest thattheterminationeffect isnotsignificantfortheresultspresented
herein (Y.A., F. E. Boas, P.O.B., and D.H., unpublished data).

Fig. 1. Obtaining polysome profiles by microarray analysis. (A) Representative
absorbance profile for RNA separated by velocity sedimentation through a
10–50% sucrose gradient (see Materials and Methods). The positions of the 40S,
60S, 80S, and polysomal peaks are indicated. The expected peaks for the tRNAs
and other small RNAs in fractions 1 and 2 are obscured by the high absorbance,
presumably from proteins and detergent used in the preparation. (B) RNA was
extracted from each of the 14 fractions, and an aliquot from each fraction was
subjected to electrophoresis through a formaldehyde gel, transferred to a nylon
membrane, and stained with methylene blue. As expected, 25S and 18S ribo-
somal RNAs were the prominent species (markers not shown). (C) RNA aliquots
from each fraction were reverse-transcribed to incorporate Cy5-dUTP, and a
commonreference (unfractionatedRNA)was reverse-transcribed in thepresence
of Cy3-dUTP. The resulting labeled cDNAs from each fraction and the common
reference were mixed and then hybridized to a DNA microarray containing all
yeast ORFs, as predicted from the genome sequence (Saccharomyces Genome
Database). Known concentrations of B. subtilis mRNAs were added to each
sample immediately at collection to allow normalization of RNA levels and
comparison between fractions (see Materials and Methods).
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identify 18S and 25S RNA from the 40S and 60S ribosomal
subunits, respectively (Fig. 1B).

Fourteen fractions were collected from each sucrose gradient as
depicted schematically in Fig. 1. Messenger RNA in each of the
fractions was labeled with the fluorescent dye Cy5 via reverse
transcription with oligo(dT) primers, to label poly(A)-containing
RNA, and each sample was mixed with a standard reference sample
prepared by reverse transcription of total RNA in the presence of
Cy3-dUTP and then hybridized to a microarray containing all
�6,000 yeast ORFs.

There was one critical modification from previous microarray
protocols: the inclusion of an external standard in both the
experimental and control samples to allow quantitative com-
parison between different samples. These standards control
for differences between fractions in recovery, or efficiency
of the purification, labeling, hybridization, or scanning proce-
dures. In microarray analysis, it is typically assumed that the
overall amount of mRNA in the different samples is constant,
and a normalization is carried out by setting the median fluo-
rescence ratio to 1 for each microarray. However, each fraction
across a sucrose gradient contains different amounts of mRNA.
Because the basis of the translation experiment is to compare the
amount of mRNA across these fractions, external standards are
required. More generally, such normalization allows absolute
comparison of changes in mRNA levels between experimental
samples (9).

We added a normalization mixture to each fraction immedi-
ately after collection and to the control RNA before reverse
transcription and dye labeling. This mixture contained five
mRNAs derived from B. subtilis that do not cross-hybridize with
yeast cDNA, and multiple copies of cDNAs corresponding to
these RNAs were included on the arrays. As equal amounts of
the control mRNAs were added to each fraction, the observed
ratios from the control spots were normalized to 1 for each
microarray, and this normalization factor was applied to the rest
of the �6,000 spots on the microarray. This normalization
protocol was shown previously to allow comparison between
samples in global determination of mRNA-decay rates (9).

As a first test of the accuracy of this method in tracing mRNA
abundances across the polysome profile, we compared the profiles
obtained from our first set of 14 microarrays with profiles we

obtained by traditional Northern blot analysis (Fig. 2A). We also
compared our microarray profiles with published profiles obtained
under similar growth conditions for GCN4, RPL41, RPL30, PYK1,
HSP26, RPL28, PGK1, HAC1, RPL1, RPL2, RPL19, and ICY2
(15, 27, 33–35). In all cases the Northern and microarray profiles
gave the same peak fraction and had overall patterns that agreed
well (Fig. 2A and data not shown).

To determine the reproducibility of our global polysomal anal-
ysis, the procedure was carried out three times, each with an
independent RNA preparation and each analyzed with 14 microar-
rays. Spots with abnormal morphology or with fluorescent signals
indistinguishable from background were excluded from the analy-
sis, as is standard in microarray analysis (see Materials and Methods
for details). For 5,701 genes profiles were obtained with data for at
least 11 of the 14 fractions in two of the replicates, and for 4,283
genes data were obtained for at least 11 of the 14 fractions in all
three replicates. Fig. 2B shows the triplicate microarray polysome
profiles for some of the mRNAs that have been analyzed by
Northern blot in this or previous studies (15, 33, 34). Polysome data
for the remainder of the mRNAs are available at our web site. The
overall pattern is reproduced well for most mRNAs; statistical
measures of reproducibility are included with each mRNA and are
available at our web site.

Discussion
We have carried out a global analysis of the mRNA translational
state in rapidly growing yeast. The reproducibility of the poly-
some profiles from our microarray data and the agreement with
Northern blots suggest that these profiles can be used to ascer-
tain global and specific properties of translation. These data
increase by more than an order of magnitude the number of
mRNAs species for which such detailed information about their
translational status is available.

Analysis of Ribosome Occupancy. A key parameter of the transla-
tional status of each gene is the fraction of its transcripts engaged
in translation. We refer to this as the ‘‘ribosome occupancy.’’ To
obtain the ribosome occupancy for each gene, we summed the
amount of that gene’s mRNA migrating in fractions containing

Fig. 2. (A) Polysomal profiles from DNA microarray analysis and Northern blots. (Upper) Profiles obtained from the microarray analysis. (Lower) Profiles from
Northern blots. For each gene, the sample intensity in each fraction has been color-coded and aligned horizontally (color scale shown below). Gray squares
represent values that did not pass the quality selection criteria; to allow normalization these fractions were assigned to have the averaged intensity of their
neighbors. For PMA1, fractions 1–5 were not analyzed by Northern blot. ORF length is indicated below each gene. (B) Sample polysomal profiles from triplicate
DNA microarray analyses. The smaller symbols represent data from individual experiments, and the blue diamonds connected by a line are the average values
for each fraction. The percentage of total mRNA for the given gene in a given fraction is plotted. Black numbers on the x axis are the fraction numbers, and the
red numbers indicate the number of bound ribosomes. Ribosome occupancy and ribosome density values (see Discussion) are indicated for each gene. Analogous
plots for all genes are available at our web site.
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ribosomes (fractions 6–14) and compared that to the total amount
of that mRNA.�

The average ribosome occupancy for the 5,701 genes is 71% (SD
8.1%) (see Fig. 4, which is published as supporting information on
the PNAS web site, www.pnas.org, and our web site). This suggests
that for most genes, most mRNA molecules are associated with
ribosomes under conditions of rapid growth, and abundant stored
pools of nontranslationally engaged, polyadenylated mRNAs are
uncommon or absent. This could be because the recruitment
process is highly efficient and�or because mRNAs that are not
recruited are degraded rapidly. In addition, integration of the
254-nm absorbances of polysome profiles from six independent
experiments (e.g., Fig. 1A) indicates that under these growth
conditions most of the ribosomes (85 � 5%) are also engaged in
translation. Efficient use of the ribosomes and mRNAs might be
expected for yeast growing in rich medium; these cells grow rapidly
under these conditions and are therefore programmed to synthesize
new proteins rapidly and efficiently.

For �99% of the 5,701 mRNA species analyzed, the majority of
mRNA molecules were associated with one or more ribosomes (see
Fig. 4 and our web site). A small group of genes have their
transcripts predominantly unassociated with ribosomes (listed in
Table 1, which is published as supporting information on the PNAS

web site, and our web site). We searched for possible sequence
motifs upstream or downstream to the coding regions that may be
common regulators for the low ribosomal occupancy of these
mRNAs, but we failed to identify any motifs that were significant
compared with random sets with the same number of genes.
Functional analysis of this group did not reveal overrepresentation
of any class. However, this group includes HAC1, which is known
to be translationally controlled (15, 36), supporting the possibility
that for at least some of these mRNAs the relatively low ribosomal
occupancy may be a manifestation of translational regulation by
yet-to-be-identified mechanisms.

Analysis of the Number of Bound Ribosomes. In the simplest model,
the number of ribosomes associated with an mRNA molecule
would be directly proportional to the length of the coding sequence,
because as the length of the coding sequence increases each
ribosome that begins translating will have a correspondingly longer
transit time until it reaches the termination codon. To test this
model we determined for each mRNA the polysomal fraction of the
sucrose gradient that contained the most mRNA molecules: the
‘‘peak fraction.’’ For most of the fractions, the number of associated
ribosomes was readily determined by simply counting the absor-
bance peaks in the polysome profile (Fig. 1A). For the fastest-
sedimenting fractions, for which single ribosome resolution was not
obtained, the value was estimated by extrapolation from the well
resolved region of the gradient. Independent assays support the
assignments of the number of bound ribosomes (see Materials and
Methods).

To limit noise and possible artifacts, we focused this analysis on
only those mRNAs that could be assigned a peak fraction with high
confidence using a bootstrap analysis. For 739 mRNAs, the peak-
fraction assignments (with �95% bootstrap confidence interval)
was confined to one fraction. These mRNAs were therefore
selected for the analyses presented below.** Analyzing larger sets
of 2,128 genes, for which the 95% confidence interval for the peak
fraction included two adjacent fractions, and of all 5,701 genes did
not change the conclusions presented below (see Fig. 5, which is
published as supporting information on the PNAS web site, and our
web site).

The number of ribosomes bound to each transcript indeed tends
to increase as the length of the translated sequence increases (Fig.
3A). The 739 different mRNAs were grouped by the length of the
coding sequence; the distribution with respect to the number of
bound ribosomes is shown for each group. The shortest set of
mRNAs (�400 nts) was predominantly associated with five or fewer
ribosomes. As the length of coding sequence increased, the fraction
of genes associated with six or more ribosomes increased. Most of
the mRNAs with the longest coding sequences (�2,000 nts) were
associated with nine or more ribosomes. Surprisingly, none of these
739 mRNAs appeared to be associated with �15 ribosomes (i.e.,
none peaked in fractions 13 or 14), although many are long enough
to accommodate many more than 15 ribosomes (but see Analysis of
Ribosome Density below).

Transcripts for GCN4, ICY2, and CPA1, which are translation-
ally controlled mRNAs, peaked in the monosome fraction (15, 33,
37). We therefore paid special attention to other mRNAs that peak
in the monosome fraction, identifying from the 2,128-gene set a list
of 53 genes with transcripts that were predominantly monosome-
associated (see Table 2, which is published as supporting informa-
tion on the PNAS web site, and our web site). Except for RPL41,
which has a coding sequence so short (78 nts) that it can only
accommodate a single ribosome (34), the remainder may be�mRNAs potentially sedimenting with the 40S subunit (fractions 3 and 4) were not considered

tobetranslationallyactive,becausetheycannotbedistinguishedfrommRNAsassociatedwith
other large RNA–protein complexes. Thus, the ribosome occupancy values may underestimate
the number of molecules engaged in some step of translation. On the other hand, some of the
mRNAs associated with a single ribosome could have accumulated after the cycloheximide
treatment; rapid coding was employed to minimize such effects. We estimate, based on
microarray polysome profiles and measurements of mRNA abundance (9), that 14% of all
mRNA molecules are associated with a single ribosome.

**This selection biases the sample toward mRNAs with prominent peaks rather than broad
distributions across the gradient (e.g., compare ACT1 and PDC1 in Fig. 2B). The distribution
width may reflect underlying differences in translational usage. For example, mRNAs with
varying translational rates through the cell cycle would appear more broadly distributed in
polysome profiles of mRNA obtained from unsynchronized cells.

Fig. 3. Number and density of ribosomes associated with mRNAs. (A) The
selected 739 genes (see Results) were grouped according to ORF length. Each
group contained at least 85 genes. For each length group, the fraction of genes
in that group containing one to three ribosomes (dark blue), four to five ribo-
somes (light blue), six to eight ribosomes (green), and nine or more ribosomes
(red) is shown. (B) The number of genes as a function of ribosome density
(average � 0.64 � 0.31 ribosomes per 100 nts). (C) Ribosome density as a function
of ORF length (open circles). The red line indicates moving average density value
(window of 50). The ordering of the density values (open circles) in apparent
hyperbolic curves arises, because the ORF lengths are divided by quantized values
(whole number of ribosomes).
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translationally regulated or may have unusual properties that lead
to constitutively low ribosome association. Because both GCN4 and
CPA1 are regulated through an upstream ORF, we screened these
genes for enrichment of upstream ORFs in their 5�-noncoding
region. A similar number of AUG codons was found in the 140 nts
upstream to the start codon for these genes and for three random
lists of genes. A search for other sequence or functional properties
did not yield any significant pattern, suggesting that other properties
such as structural elements may be involved in their regulation.

Analysis of Ribosome Density. Two mRNAs that differ in length but
have identical initiation, elongation, and termination rates would
have different numbers of bound ribosomes but the same ribosome
density (number of ribosomes per unit ORF length).†† To allow
direct comparison of the steady-state outcome of the three trans-
lational steps for different mRNAs we normalized the number of
bound ribosomes by the ORF length of the mRNA. As described
above, the peak fraction was used to obtain the number of bound
ribosomes.

The average ribosome density for the 739 mRNAs with precisely
defined peak fractions was 0.64 per 100 nts (SD � 0.31) (Fig. 3B).
This corresponds to one ribosome per 156 nts. If each eukaryotic
ribosome spans �35 nts of the mRNA (38), the average density that
we observed would be �1�5 of the maximal packing density. Thus,
ribosomes are far from maximally packed along mRNAs for the vast
majority of mRNAs, and elongation and termination occur faster
than initiation. A similar ribosome density distribution was ob-
served in the analyses of two larger, less stringently filtered data sets
representing 2,128 or 5,701 genes (see Fig. 5 and our web site).
Overall, the results strongly suggest that translation of all or nearly
all mRNAs under conditions of rapid growth is limited by initiation
or the recycling of ribosomal subunits in preparation for initiation.

An Underlying Relationship Between the Length of a Coding Sequence
and Ribosome Density. The 739 mRNAs with precisely defined
peak fractions had ribosome densities varying from 0.03 to 3.3
ribosomes per 100 nts. We searched for features of these mRNAs
that might correlate with the variation in ribosome density, and
thus provide clues to its origins. No significant correlation
was found between ribosome density and mRNA abun-
dance, codon usage, or half-life (see Fig. 6, which is published as
supporting information on the PNAS web site, and our web site).
A strong inverse correlation, however, was observed between
ribosome density and ORF length (Spearman rank correlation
of 	0.78). As the ORF length increased, the ribosome density
dropped from an average of 1.2 ribosomes per 100 nts for ORFs
shorter than 400 nts to an average of 0.14 ribosomes per 100 nts
for ORFs longer than 3,600 nts (Fig. 3C). A similar trend, with
an even stronger correlation, was observed when the density
values were calculated based on weighted average of the signal
in fractions 6–14 rather than a peak fraction (see Fig. 7, which
is published as supporting information on the PNAS web site,
and our web site).

We searched first for possible spurious origins for the ob-
served correlation. To exclude possible systematic error of
underestimating the number of ribosomes in the fastest migrat-
ing fractions (fractions 12–14), we redid the analysis using
extreme error limits for the relationship between peak fractions
and the number of bound ribosomes (see Fig. 7 and our web site).
Doubling the estimated number of ribosomes for fraction 12,
tripling the estimate for fraction 13, and quadrupling the esti-

mate for fraction 14 did not vitiate the observed correlation (see
Fig. 7 and our web site). Additionally, analyzing only those
mRNAs sedimenting in the well resolved fractions of the gra-
dient (peak at fractions 6–11) or only the highly abundant
ribosomal protein mRNAs revealed the same correlation (see
Fig. 7 and our web site).

Nonspecific degradation of mRNA could also produce an
inverse correlation between apparent ribosome density and
predicted ORF length. Such an artifactual correlation due to
RNA degradation should be recognizable as a difference be-
tween the sedimentation profile of the full-length mRNA,
observed by Northern analysis, and the sedimentation profile of
the putative cleavage products, detected by the microarray
analysis. We performed Northern analysis for six mRNAs vary-
ing in ORF length from 1,047 to 2,757 nts and compared the
sedimentation profile of the full-length mRNA to the profile
obtained by the microarray analysis (Fig. 2 A). For each of these
mRNAs, the sedimentation profiles from the Northern and
microarray analyses were similar, and the peak fraction was the
same. Hence, the correlation apparent in Fig. 3C cannot be
attributed to an artifact of mRNA degradation.

We considered the possibility that the inverse correlation
might be a consequence of a nonrandom association between
coding sequence lengths and physiological functions of the
encoded product, resulting in a biased relationship between
expression and ORF length. For example, mRNAs encoding
ribosomal proteins are relatively short, thus preferential trans-
lation of these mRNAs might produce a spurious correlation
with ORF length. However, exclusion of this subset of mRNAs
from our analysis did not affect the overall correlation. Further-
more, the inverse correlation is observed within functional
subsets of mRNAs such as those encoding ribosomal proteins
or proteins targeted to membranes or mitochondria (see Fig. 8,
which is published as supporting information on the PNAS web
site, and our web site).

The analyses and control described above suggest that mecha-
nistic origins for the inverse correlation between ORF length and
ribosome density must be sought. We suggest three general classes
of mechanisms: initiation, elongation, and termination effects.
Translation initiation is stimulated by the presence of the 3�-poly(A)
tail, apparently from an interaction between the poly(A)-binding
protein bound to the 3�-poly(A) tail and eIF4G bound at the 5�
UTR (39). This stimulatory interaction may be less efficient with
longer coding sequences because the probability of 5�- and 3�-end
association decreases. Alternatively or in addition, mRNAs with
more structure may have lower initiation rates (20); if longer
mRNAs are more prone to or happen to have self-structure, they
may initiate translation less efficiently.

A second potential mechanism is limited processivity of
ribosomes during elongation. Incomplete processivity has been
observed in Escherichia coli, where it is estimated that �75% of
translation initiation events ultimately result in a complete
protein (40–42). Similar attrition during translation has been
proposed to occur in mammalian cells (43). Modeling limited
processivity with uniform initiation, elongation, and termination
rates revealed that processivity of 0.994 per elongation step (i.e.,
0.6% probability of dissociation at each elongation step) best fit
our data (not shown).

Finally, limiting termination rates would lead to accumulation of
ribosomes at the 3� end of the mRNA. This accumulation of
ribosomes could preferentially increase the overall density for
mRNAs with short ORFs (see also ††).

These three distinct models make different, testable predictions
for distribution of ribosomes along mRNAs. We have used this
different physical property to test these models for the basis for the
inverse correlation (Y.A., F. E. Boas, P.O.B., and D.H., unpub-
lished data).

††This holds for most models. However, one can envision extreme cases in which densities will
vary between two mRNAs with similar initiation, elongation, and termination rates. For
example, if termination were severely rate-limiting, then ribosomes would tend to accumu-
late at the 3� end of the message, and mRNAs with shorter coding sequences would tend to
have higher ribosome densities than mRNAs with longer coding sequences even if the rates
of initiation, elongation, and termination were the same for the two.
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Summary and Perspective
We used DNA microarrays to investigate the process of protein
synthesis on a genome-wide scale in yeast. Critical for our
analysis was the use of external normalization controls to allow
fractions across polysomal gradients to be compared and profiles
for individual mRNAs to be constructed. Comparison to North-
ern blots and the reproducibility of the triplicate data suggest
that the translational behavior of most if not all mRNAs can be
ascertained by this approach.

Under these conditions of rapid growth in rich medium, the vast
majority of mRNAs were in the translational pool. This is consistent
with the gene expression program of the cell tuned for rapid
synthesis of proteins as necessary for rapid growth.

Our analysis suggests that ribosomes are well spaced on nearly
all mRNAs, suggesting that initiation is the limiting step in
translation of all or nearly all yeast mRNAs. The ‘‘outliers,’’ i.e.,
genes with properties that fell well outside of the norm, are good
candidates for distinct mechanisms or extreme variations in
regulation. For translation, mRNAs that are predominantly in
the untranslated pool or in the monosome fraction provide such
candidates (15, 33, 36). By using a systematic, global, and
quantitative approach to analysis of the translational behavior of
mRNAs, we could recognize trends that would not be apparent
from studies of a limited set of genes. In this way we found an
unexpected inverse correlation between the length of the coding
region in an mRNA and the density of ribosomes associated with
it. The reciprocal relationship between coding sequence length
and ribosome density may prove to be a general characteristic of
eukaryotic translation. Although a systematic analysis of this
kind has not yet been carried out for other eukaryotes, circum-
stantial evidence is consistent with such a relationship. For
example, Cataldo et al. (44) analyzed the polysome profiles of 18
mouse mRNAs by using Northern blots. Plotting their data
reveals an inverse correlation (Spearman rank correlation of
	0.84) between ORF length and density (see Fig. 9, which is
published as supporting information on the PNAS web site, and
our web site).

One of the goals of global translational analysis was to provide a
clearer quantitative picture of the link between mRNA and protein
levels (45). We have used our translational profiles, together with
measurements of mRNA copy number, to obtain estimates
of protein-synthesis rates (see Table 3, which is published as
supporting information on the PNAS web site, and our web site).
There are several limitations, however, in obtaining such global
estimates. First, there is considerable uncertainty from accumu-
lated errors in copy numbers and polysomal positions, especially for
low abundance mRNAs. Second, this estimate requires the assump-
tion that elongation rates and termination rates are the same for all
mRNAs, such that protein-synthesis rates are directly proportional
to the number of bound ribosomes. Finally, there are only limited
global data for protein levels (46, 47) and no extensive information
directly about protein-synthesis rates. Future work is needed to
assess and improve the quantitative accuracy of microarray data to
determine the extent and character of variation in elongation and
termination for different mRNAs and to provide direct quantitative
measures of protein synthesis for large numbers of proteins.

The current study provides background and methodologies for
future studies of cellular translation at the global and individual
level. Many studies have provided evidence for translation regula-
tion in response to environmental changes (e.g., reviews in refs.
48–51). Global analyses of different growth conditions will allow
exploration of the generality of these translational responses and
the discovery of novel regulated mRNAs. In addition, exploring the
role of specific translation factors by carrying out a similar analysis
in yeast strains with mutations in the genes that encode them will
expand our knowledge of their global and gene-specific effects on
translation.
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